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he frame problem is a problem in artiûcial intelligence that a number of philosophers
have claimed has philosophical relevance. he structure of this paper is as follows:
(1) An account of the frame problem is given; (2) he frame problem is distinguished
from related problems; (3) hemain strategies for dealing with the frame problem are
outlined; (4) A diòerence between commonsense reasoning and prediction using a
scientiûc theory is argued for; (5) Some implications for the computational theory of
mind are discussed.

1 Introduction

he frame problem is a problem in artiûcial intelligence that was ûrst described
in McCarthy andHayes (1969). As a problem in artiûcial intelligence, it has been
extremely diõcult to solve. A number of philosophers, including Dennett (1987),
Fodor (1987), Glymour (1987), and Haugeland (1987) have suggested that the frame
problem is either indicative of a new problem in philosophy, or has important
connections to existing problems. Unfortunately, no one can agree what those
connections are, or what the frame problem is. In this paper, I argue for two things.
First, I argue for a view of what the frame problem is. Second, I argue that there is
at least one sense in which the frame problem is relevant to philosophy: the frame
problem provides a precise way of discriminating commonsense reasoning from
prediction using scientiûc theory. Some people already believe that these two forms
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of reasoning are distinct. However, even for these people, it has proved remarkably
diõcult to say exactly where the diòerence lies. I believe that the frame problem
can help.

2 What is the frame problem?

he frameproblem concernshow to represent a complex changingworld. In artiûcial
intelligence (AI), the standardway to represent a changingworld is to use time-slices
or situations. Time-slices represent what is true in the world at a particular moment
in time; for example, they represent where a thing is located at an instant, or what
the temperature is at an instant. Changes and events are represented as functions
between time-slices. Applying an event to a particular time-slice yields another
time-slice that represents the state of the world that the system thinks would be the
result of that event. hese functions or relations between time-slices are called the
‘laws ofmotion’: they describe how the agent thinks the world changes over time.
his approach seems sensible, but it quickly runs into problems.

Consider how the functions that represent events are speciûed. For each object
or state of aòairs in the world one needs to specify how its state before the event
relates to its state a�er the event. For example, imagine a function that represents
the action of the agent moving through a door into another room. his function
maps the agent’s location before the event to a new location a�er the event. Part of
the function would be speciûed as:

IF the agent is in room R1 in situation S
AND IF the door D from R1 to R2 is open in situation S
THEN the agent is in R2 in situation gohrough(D, S)

his speciûcation accounts for the position of the agent—it maps the position of the
agent before the event to a new position a�er the event—but what about the rest of
the world, how does the application of the gohrough function aòect that? Most
of the world will be unaòected by the agent going through the door. he agent’s
hair will remain the same colour. Paris will still be the capital of France, the walls of
the room will still be the same, and so on. How does the system know this? he
answer is that it doesn’t: that information is not deductively entailed by the rule
about position. he system has to be told about these other properties. How does
one tell it? One way is to explicitly specify the information, for example:

IF the agent has hair colour C in situation S
THEN the agent has hair colour C in situation gohrough(D, S)
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However, this speciûcation needs to be repeated for nearly every property and
relation in situation S. A huge number of no-change rules are needed in order for
the system to know thatmoving roomswill not dramatically change theworld. hese
no-change rules are called ‘frame axioms’. he frame problem is that AI systems
seem to need a lot of frame axioms. If there are 100 actions and 500 instantaneous
facts, then the system will need up to 50,000 frame axioms. Worse, as the system
learns more about the world, the number of frame axioms will come to dwarf
everything else it knows.

he frame problem is the problemof getting a system to infer that theworld remains
largely the same before and a�er an action: it is the problem of getting the system
to infer a large number of obvious non-changes. More precisely, the frame problem
is the problem of getting the system to infer that the world remains the same unless
it has good reason for supposing otherwise. It is worth clarifying a few things that the
frame problem is not:

1. Computational complexity. he frame problem is not a point about compu-
tational complexity. Even if one had an inûnitely fast machine the frame
problem would still be present. It is representational systems that suòer from
the frame problem, not individual machines. An inûnitely machine has to be
programmed. We have to decidewhat representational system to give it. If the
representational system requires a vast number of no-change frame axioms,
then we would still be stuck with the task of having to explicitly specify those
axioms. In an even moderately complex world, this looks like an impossible
task.

2. Infallibility. Humans makemistakes all the time; we are not infallible with
our model of a changing world, so why should we expect our AI system to do
better? Infallibility is not in question in the frame problem. he requirement
is not that an AI system be infallible, but that it be reasonably reliable and
robust. A system is reasonably reliable and robust if: (1) the system is right
more o�en than not; and (2) the system does not fail catastrophically when
changes that we would consider quite minor are made to the world. his
speciûcation is not precise, but it is clear that current AI systems fail to satisfy
it.

3. Hume’s problem of induction. Hume’s problem of induction concerns how
to justify our inductive inferences. he problem is to ûnd a non-circular
reason for trusting our inductive practices in the future. his is not the frame
problem. he frame is not concerned with how to justify inferential systems,
it is concerned with how to construct such systems. WhileHume is interested
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in whether our inductive beliefs are justiûed, AI researchers are interested in
developing systems that simply possess those beliefs.

4. he problem of knowing when to stop making inferences. Real-world AI sys-
tems have to stop making inferences at some point and act. his is a familiar
problem in decision theory: when does the expected cost of acquiring further
information relevant to a decision exceed the expected value of that informa-
tion? his is a problem of interest to many AI researchers, but it is not the
frame problem.

5. he problem of acquiring inductive beliefs (abduction). Abduction concerns
how one generates inductive hypotheses from a ûnite set of observations.
(his problem is distinct from Hume’s problem of justifying the generated
hypotheses). he problem of abduction is of great interest to AI researchers,
but it is not the frame problem. For the purposes of the frame problem,we are
happy to lend ourAI system asmuch of our hard-won inductive knowledge as
possible. he system is not required to infer its inductive beliefs from scratch.

6. he problem of belief revision. he problem of belief revision is how a system
should react to new information. he problem of belief revision is distinct
from the frame problem. Systems that suòer from the frame problem need
not suòer from the belief revision problem. An example from Hayes (1987):
Imagine a program which has to plan a sequence ofmovements of a robot
arm across a table crowded with objects. Let the program have a complete
representation of this world and its dynamics so that no new information will
come its way. his program will have the frame problem in spades, but no
belief revision problem.

7. he ceteris paribus problem. Problems associated with ceteris paribus clauses
are the problems most commonly con�ated with the frame problem. What I
am calling the ceteris paribus problem is referred to in the AI literature as the
qualiûcation problem. he qualiûcation problem is how to specify inductive
inferences in such a way that they are defeasible. Inductive inferences only
hold provided certain blocking circumstances do not obtain. here can be
an unlimited number of blocking circumstances. We cannot specify all such
circumstances,much less check that they do not obtain. As epistemic agents,
what we tend to do is assume that they do not obtain, and then if a good
reason to the contrary comes along, we consider our inference defeated. he
qualiûcation problem concerns how to formalise this feature of our reasoning.
More speciûcally, the qualiûcation problem concerns how to formalise the
inference rule: ‘If X is true and all else is equal, then conclude Y’.
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he frame problem is also concerned with formalising inductive inference
rules, but it is a diòerent problem. he frame problem concerns the con-
sequent, rather than the antecedent of inferences. It concerns how to formal-
ise: ‘Conclude Y and conclude that all else is unchanged unless there is good
reason to suppose otherwise’.

(a) If X & . . .then Y (Ceteris paribus problem)
(b) If X then Y & . . . (Frame problem)

he ceteris paribus problem concerns how to formalise schema (a) in a way
that does not require an explicit speciûcation of the antecedents. he frame
problem concerns how to formalise schema (b) in a way that does not require
an explicit speciûcation of the consequents. he ceteris paribus problem and
the frame problem concern formalising inductive inference rules, but they
concern diòerent aspects of those rules.

To summarise: the frame problem is the problemof getting a system to infer that the
world remains the same unless it already has a good reason to suppose otherwise.

3 Approaches to solutions

here is an enormous amount of literature on solving the frame problem, but no
agreed solution. Rather than summarise all the approaches, I will describe one
popular logic-based approach to solving the frame problem.

Onemight think of the frame problem as the problem of getting extra entailments
out of limited assumptions. A tempting way to solve this problem is therefore to
strengthen one’s inferential system to get the extra entailments out. he aim is to
build something like the following principle into an inferential system: ‘Conclude
that something stays the same, unless there is good reason to think otherwise’.
Unfortunately, this principle is remarkably hard to formalise.

First, try a simple formalisation. Formalise the principle as: ‘If there is no explicit
rule for a property, then assume that property stays the same’. his formalisation
has the virtue of being easy to implement in the original situation calculus. Does it
solve the frame problem? Let us see how it works.

Imagine an AI system that reasons about a world containing coloured blocks. Sup-
pose that this AI system, like the one described above, has axioms predicting what
happens when a given events occurs. For example, the system may have axioms
predicting what happens if a block is moved. Moving a block changes its location,
so one of the axioms may be:
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IF the location of block B is L in situation S
THEN the location of block B is L+D in situation moveBlock(B, D)

his may be just one ofmany axioms specifying how themoveBlock event aòects
the world. However, unlike the system described above, this system does not need a
moveBlock axiom for every property in situation S.he system can use its no-change
rule—‘If there is no explicit rule for a property, then assume that property stays the
same’—to deduce the state of other properties for itself. For example, it unnecessary
to explicitly tell the system that the block will be the same colour before and a�er a
move, or that Paris will be the capital of France, or that the walls of the room will be
the same colour. he system can infer these consequences for itself. herefore, this
system does not need the vast number of frame axioms that our ûrst system needed.
Does it thereby solve the frame problem? Unfortunately, it does not.

Imagine that the world contains a blue spray-can that continuously sprays paint
against a wall. Suppose that the system knows all about spray-cans, paint, and
what paint can do to coloured blocks. Now suppose that the system is queried on
what would happen if a red block weremoved between the spray-can and the wall
such that it is in the path of the blue paint. What will the system predict? he
system will reason as follows. First, it will follow its explicit rules for moving blocks,
such as its rule for how moving aòects location. hen, the system will consider
the properties for which changes are not explicitly speciûed. It will infer the state
of these properties using its no-change rule: those properties will be marked as
unchanged, since they lack explicit rules specifying otherwise.

he system will thereforemake the following predictions. It will correctly predict
that the position of the block changeswhen it ismoved, but itwill incorrectly predict
that the red block will still be red when moved into the path of the blue paint. his
is disappointing. We would have liked our system to make a correct prediction.
But what makes this situation intolerable is that the system makes this prediction
despite the fact that it knows all about spray-cans, blue paint, and what they can do to
coloured blocks. he problem is not that the system does not know about spray-cans
and paint, but that it cannot bring this information to bear to defeat its no-change
rule. he no-change rule is too in�exible, it is not sensitive to being overridden
in appropriate ways. What we would like is for the no-change rule to be defeated
when the system has good reason to think that a property will change. his would be
a better implementation of the original principle that we were trying to capture.

he failed formalisation we have just tried was: ‘If there is no explicit rule for
a property, then assume that property stays the same’. here are many ways to
improve on it. Here are three popular example. First: ‘Assume that a property
stays the same, unless believing so results in a contradictory belief set.’ Second:
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‘Assume that a property stays the same, so long as it is not believed that it changes.’
hird: ‘Assume that themaximal set of properties stay the same, consistent with
the system’s knowledge of the situation.’ hese three principles are associated with
default logics, autoepistemic logics, and circumspection logics respectively.¹ All
three formalisations produce diòerent kinds of logic. None gives the same results,
and none is as well-behaved as the original situational calculus. More importantly,
none of the logics give results that match up with our intuitive understanding of the
no-change principle. here are counterexamples, like the blue spray-can example,
on which any given formalisation performs catastrophically badly. here seems to
be no silver logical bullet to solve the frame problem.²

4 he frame problem and scientiûc theory

he purpose of the preceding section was to show that the frame problem is hard.
In this section, I will argue that the frame problem provides a precise way in which
commonsense reasoning can be distinguished from prediction using scientiûc
theory.

he frame problem’s most obvious application is in commonsense reasoning. Does
the frame problem also aòect prediction using scientiûc theory? he standard way
of treating prediction using scientiûc theory is with the DN-model.³ According to
the DN-model,making a prediction is simple: a prediction deductively follows from
a scientiûc theory conjoined with a numerical description of the current situation.
his is familiar to anyone who has used a scientiûc theory: one has a theory, one
plugs in the numbers, and the prediction deductively pops out. he DN-model has
been criticised in other contexts, but its treatment of prediction has proved resilient.
hemain critics of the deductivemodel of prediction have been the DN-model’s
creatorCarl Hempel (1988), andNancyCartwright (1983). heir criticism is that real
scientiûc theories only entail their predictions ceteris paribus and the DN-model
has diõculty modelling ceteris paribus clauses.
he DN-model also has diõculty modelling frame-type consequents. his is why
the frame problem is so hard. If the DN-model could easily model frame-type

1. See Gabbay,Hogger and Robinson (1994) and Ginsberg (1987).
2. For a survey of problems with recent approaches to the frame problem see Morgenstern

(1996). For recent logical approaches that hold promise for the future, see Levesque et al. (1997);
Morgenstern (1996); Reiter (1991); Shanahan (1997).

3. Strictly speaking, the DN-model is a model of explanation, not prediction. However, the
DN-model includes a deductivemodel of prediction. For the purpose of this paper, I focus only on
this component of the DN-model. here is no special name for the component, so I will refer to it
as the ‘DN-model’. It is primarily this component that Cartwright targets in her criticism of the
DN-model (Cartwright 1983, Ch. 7, 8).
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consequents, then the frame problem would be easy, since formal AI models of
inference are usually just variations on the DN-model. herefore, the DN-model of
prediction has diõculty with both ceteris paribus clauses and frame-problem-type
consequents. Both features of inductive inference are clearly important. Does this
mean that the frame problem, like the ceteris paribus problem, causes trouble for the
DN-model of scientiûc inference? Does the frame problem demonstrate problems
with the DN-model that add to those ofHempel and Cartwright?

I do not think so. he frame problem does not aòect scientiûc inference. Consider
an astronomical theory for predicting eclipses. Such a theory will almost certainly
have ceteris paribus clauses: the theory will predict eclipses provided other planets do
not upset the orbits, and so on. We would expect this feature to cause diõculties for
a DN-typemodel of prediction using that theory. Does the frame problem introduce
additional diõculties? It does not. What one wants from a theory of eclipses are
times of eclipses, and this is exactly what the theory provides. One does not require
that the theory also predict the non-change of other aspects of the world into the
bargain. One does not ask for a total future world state from a scientiûc theory, only
the state of certain properties—a partial future world state. We can ûll in the other
properties for ourselves using cognitive resources outside the scientiûc theory. In this
sense, scientiûc theories are like specialised instruments for predicting the values of
particular properties. hey do a diòerent job from commonsense reasoning, which
ûlls in the rest of the world-state. he frame problem only bites if one tries to model
this commonsense background in a DN-type way. herefore, the frame problem
aòects commonsense reasoning, but not prediction using scientiûc theory.

he fact thatmodels of these two forms of reasoning face diòerent problems suggests
that they are diòerent forms of reasoning. Consider the grounds on which one
justiûes that two things are the same or diòerent. A common reason for saying
that two things are diòerent is that accounts of those two things face diòerent
problems. One might claim that the physiological nature of horses is diòerent
to that of cows because, if one tries to give a physiological theory of horses, that
theory faces signiûcantly diòerent problems from a physiological theory of cows. In
contrast, a physiological theory of Betsy the cow does not face signiûcantly diòerent
problems from a physiological theory of Daisy the cow (assuming Betsy and Daisy
are normal cows). At the appropriate level of abstraction, diòerent problems indicate
diòerent things. We have seen that at the level of abstraction at issue, accounts
of commonsense reasoning faces diòerent problems from accounts of scientiûc
inference. Accounts of the commonsense reasoning face the frame problem, while
accounts of prediction using scientiûc theory do not. his diòerence is not trivial
because, as we saw, the frame problem is extremely hard to solve. Furthermore,
the diòerence is not shown up by other epistemological problems—for example,
the ceteris paribus problem aòects both commonsense reasoning and prediction
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using scientiûc theory. herefore, the frame problem appears to provide at least a
prima facie reason for saying that prediction using commonsense reasoning and
prediction using scientiûc theory are diòerent.

Whether this claim is ultimately correct is a delicate issue. Onemight feel that there
is too much at stake for the issue to be settled on just one problem. However, even if
one resists the claim above—that the two forms of reasoning are distinct—one still
has to accept the claim that accounts of the two forms of reasoning face diòerent
problems. An account of commonsense reasoning faces diòerent demands from an
account of prediction using scientiûc theory: the former faces the frame problem
while the latter does not. I wish to draw two implications of this claim.

First, since accounts of the two forms of reasoning faces diòerent demands, one
should be careful when proposing a model of scientiûc inference not to try to
do too much. In particular, one should be careful not to try to implicitly model
commonsense reasoning too. A good account of one need not be a good account
of the other. he point is general but it suggests a way of defending the DN-model
against Hempel and Cartwright’s criticism. Hempel and Cartwright attack the
DN-model for its inability to cope with ceteris paribus clauses. But perhaps ceteris
paribus clauses, like frame-problem-type consequents, are better seen as part of
the commonsense component of reasoning. A scientiûc theory may DN-entail
its prediction and then our commonsense reasoning decides whether that theory
applies in that circumstance. On this view, a scientiûc theory is like an instrument
for predicting values of properties in a straightforward DN-type way, but we decide
on the basis of our commonsense reasoning whether to use that instrument, just as
we decide on the basis of commonsense reasoning what the state of the rest of the
world is likely to be. A two-tier approach to inference has already been forced on us
by the frame problem. It does not seem unreasonable to apply this distinction to
ceteris paribus clauses.

he second implication is as follows. Since accounts of the two forms of reasoning
face diòerent problems, treating commonsense reasoning as a kind of scientiûc
inferencemay be amistake. he computational theory ofmindmodels common-
sense reasoning in exactly this way: as a kind of scientiûc theory. If the two forms
of reasoning are distinct, or require radically diòerent treatments, then there is
something seriously wrong with this approach. his seems to be borne out both
in Fodor (2000)’s comments that the frame problem creates serious trouble for
the computational theory ofmind, and in the diõculty that AI researchers have
had in creating successful commonsense reasoning systems. he computational
theory ofmind works well for automated scientiûc reasoning systems, but it quickly
breaks down when asked to produce anything commonsensical. his should be
unsurprising given that the DN-model that works for scientiûc inference was not
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designed to deal problems like the frame problem that facemodels of commonsense
reasoning.

5 Conclusion

he frame problem provides a diagnostic diòerence between commonsense reason-
ing and prediction using scientiûc theory: the frame problem aòects one but not the
other. his diòerence can be taken in two ways. It can be taken either as evidence
that the two forms of reasoning are essentially diòerent; or, it can taken in a weaker
way, as demonstrating that accounts of the two forms of reasoning face diòerent
demands. Either way, the diòerence has consequences for both the computational
theory ofmind and the treatment of prediction in scientiûc theories.
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